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What is P4?

- P4: Programming Protocol-Independent Packet Processors
- Programming language that describes the behavior of the data plane
- Allows the rapid development and deployment of protocols
- An alternative to fixed function devices (e.g. Switches, Routers, Firewalls…)
- Software P4 switch provided by the P4 Language Consortium

Diagram:

P4 → Compiler → Firmware → Forwarding Device
Motivation

Can the features provided by P4 be used to enhance the ability to identify and track malicious traffic in networks?

● **Goals**
  ○ Identify as much of the path of a flow as possible
  ○ Minimize impact on system resources

● **Assumptions**
  ○ Traffic may be classified as malicious at later time
  ○ NetFlow is unable to capture all flows at every node

Sampled NetFlow may result in incomplete knowledge of the path
Path Tracking Methods: Hop Recording

- Each node adds its node ID to a header stack
- Flow and Path saved at egress node
- Not a novel approach
  - RFC 791 - Internet Protocol, 1981
  - In-band Network Telemetry (INT), 2015
- Variable amount of data added to packet
- Useful when load balancing over several short paths
Path Tracking Methods: Forwarding State Logging

- Network forwarding state identifier added to packet
- Use a record of forwarding state to recreate path
- Requires global view of how routing will be performed
- Requires archives of each version of routing database

Diagram:

```
              Node ID   Ingress Inf   Routing DB Version
                  |            |                      |
                   |            |                      |
                   |            |                      |
                   |            |                      |
                   |            |                      |
                   v            v                      v
Headers          Data
```

System and Network Engineering
Future work from 2018

- What effect will using P4\textsubscript{16} have on the implementation?
- How will additional constraints imposed by hardware affect implementation?
P4\textsubscript{16} Architectures

- P4\textsubscript{16} introduces the idea of an architecture model which defines the programmable blocks of a target and their interfaces
- Must be implemented by the target
- The v1model architecture is designed to be identical to the P4\textsubscript{14} switch architecture

“As an analogy, the PSA is to the P4\textsubscript{16} language as the C standard library is to the C programming language.”
IPv6 Extension Header

- IPv6 Hop-by-Hop option extension header used to encode data
- Option data can be altered in transit
- Header is processed at each node along the path
- Can be ignored by devices that do not support it

<table>
<thead>
<tr>
<th>Next Header</th>
<th>Header Extension Length</th>
<th>Padding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Option Type</td>
<td>Option Data Length</td>
<td>Option Data</td>
</tr>
</tbody>
</table>

8 Bytes
Hop Recording Data Encoding

- Node ID encoded in the Option Data
- Each node adds an option
- Arbitrary growth of packets supported up to maximum Hop Limit

<table>
<thead>
<tr>
<th>Next Header</th>
<th>Header Extension Length</th>
<th>Padding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Option Type</td>
<td>Option Data Length</td>
<td>Node ID</td>
</tr>
<tr>
<td>Option Type</td>
<td>Option Data Length</td>
<td>Node ID</td>
</tr>
</tbody>
</table>

8 Bytes
Header Processing Issues

- Initially planned to process each option as a stack of headers
- Alternatively inserting a new option in front of the other options
- Variable length headers not well supported

“P4 is a domain-specific language that is designed to be implementable on a large variety of targets including programmable network interface cards, FPGAs, software switches, and hardware ASICs. As such, the language is restricted to constructs that can be efficiently implemented on all of these platforms.”
Logging Forwarding State Data Encoding

- Fixed amount of data added to each packet
- Multiple tracking fields encoded into the option data

<table>
<thead>
<tr>
<th>Next Header</th>
<th>Header Extension Length</th>
<th>Padding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Option Type</td>
<td>Option Data Length</td>
<td>Routing DB Version</td>
</tr>
</tbody>
</table>

Trackable Flag: 8 Bytes
Experimental Setup

- Four Netronome Agilio CX 2x25 GbE SmartNICs
- Each NIC acts as a node in the experimental network
Visualizing Traffic Paths

- How to format data for consumption
- Displaying the results for administrators
- Combining with additional information
Conclusions and Future Work

- Successfully captures the path of all packets
- Are there additional use cases, i.e. traffic engineering
- There are still issues with efficient data extraction
- Can a similar approach be done with IPv4 header options
- Is a layer two solution possible or needed
- Full RFC 8200 compliance